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SUMMARY Recently, we proposed a weak-form discretization scheme to derive second-order difference equations from the governing equation of the scattering problem. In this paper, under the scope of the proposed scheme, numerical expressions for the waveguide boundary conditions are derived as perfectly absorbing conditions for input and output ports. The waveguide boundary conditions play an important role in extracting the quasi-localized wave as an eigenstate with a complex eigenvalue. The wave-number dependence of the resonance curve in Fano resonance is reproduced by using a semi-analytic model that is developed on the basis of the phase change relevant to the S-matrix. The reproduction confirms that the eigenstate with a complex eigenvalue does cause the observed Fano resonance.
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1. Introduction

Numerov’s method derives the second-order difference equation from the second-order differential equation for the scattering problem [1]. It was initially applied to one-dimensional electron conductance [2,3] and extended to multi-dimensional problems to analyse electrode junctions [4,5] and microwave scattering [6,7]. The extension is performed by Fourier transformation on a lateral sub-space that is perpendicular to the direction of propagation. The same expansion of the discretization was independently developed for fibre optics by the beam propagation method [8], which is also related to Padé approximation [9], the fast Fourier transformation [10] and the finite element method [11]. Use of the Fourier transformation imposes a cyclic boundary condition on the field variable and restricts the scope of the discretization. In a previous study [7], the restriction was removed by using a weak-form discretization scheme and a Lagrangian multiplier. The weak-form theory framework provides a flexible method since it can correspond to abrupt change of the field variables by reducing the order of differential equations and also it can adapt various interpolation techniques including the Fourier series. In this study, we apply polynomial interpolation to illustrate the possibilities for using the proposed weak-form discretization scheme.

The second-order difference equation enables us to express boundary conditions of scattered waves through a stepping matrix. The concept of stepping matrices was introduced by Appelbaum [4] and redefined by Hirose and Tsukada [5] using a recursion relation [2]. In this study, the waveguide boundary condition for input and output ports is reformulated with the mode vectors of translationally invariant waveguides. The proposed condition is a type of absorbing boundary condition (ABC) [12] and is similar to the boundary condition for microwave waveguides [13]. However, it realizes perfect absorption using a numerical expression derived from the proposed discretized equation, rather than from an analytic form that is exact but not fully compatible with the numerical calculation. The origin of the numerically matching concept can be traced back to Higdon [12]. Furthermore, under the proposed weak-form discretization scheme we can extend the scope of the numerical matching to various systems which are governed by higher-order differential equations as discussed for flexural waves being governed by a fourth-order differential equation [14].

As a typical example to illustrate our scheme, we consider waves being described by the Schrödinger equation, a second-order differential equation, and analyse the Fano resonance [19] induced by the interaction between the incident wave and a quasi-localized wave in a waveguide. The significant feature of the proposed scheme is that the quasi-localized wave can be extracted as an eigenstate with a complex eigenvalue. To reproduce the resonance curve for the Fano resonance, a semi-analytic model is also developed, in which a complex eigenvalue is converted to a single pole in the wave-number space and linked to the rapid phase change of the S-matrix. The evidence for the eigenstate possessing a complex eigenvalue is confirmed by reproducing the resonance curve.

This paper is organized as follows. In Sec. 2, a Schrödinger type second-order differential equation is discretized by using polynomial interpolation, then a second-order difference equation is derived as the governing equation for the scattering problem. In Sec. 3, the stepping matrix is reformulated and its application to the waveguide boundary conditions is discussed to express the behaviour of scattering waves in the input/output waveguide region. Using the waveguide boundary condition, the quasi-localized wave that causes Fano resonance is extracted as an eigenstate with a complex eigenvalue. The resonant curve is successfully reproduced by the semi-analytic model. Section 4 summarises our conclusions.
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2. Weak-form discretization

2.1 Fundamental equation and system configuration

Consider a two-dimensional system in which the field variable \( c \) or the wave function \( u(x,y) \) is subject to the following Schrödinger-type differential equation,

\[
-\nabla^2 u + \{c(x,y) - \varepsilon\}u = 0.
\]

(1)

Here, \( \nabla \) is the nabla operator in two-dimensional space, \( \varepsilon \) is the energy or the eigenvalue and \( u(x,y) \) is the potential function. The potential function is assumed to be the following well-like form,

\[
u(x,y) = \begin{cases} 
-\varepsilon_B & 0 \leq y \leq d, x < 0 \\
0 & \text{the other region}
\end{cases}
\]

(2)

with well depth \( \varepsilon_B \) and length \( d \). Note that the discretization scheme proposed in this study does not depend on details of the potential function. Furthermore, our scheme is valid for any system whose governing equation can be transformed into a functional expression. Figure 1 shows the system configuration in which the linear waveguide of width \( a \) exists in the interval \( y_{in} < y < y_{out} \). The scattering region is in \( 0 < y < d \) and the lengths of both input and output waveguides are denoted by \( L_{in} \) and \( L_{out} \). The potential function serves as a minimal model of quantum dots and lead lines in which Fano resonance has been investigated [20].

At the waveguide edges \( x = \pm a/2 \), the boundary condition is imposed on the field variable \( u(x,y) \) as

\[ u(\pm a/2, y) = 0. \]

(3)

The intervals \([-a/2, a/2]\) on the \( x\)-axis and \([y_{in}, y_{out}]\) on the \( y\)-axis are divided into \( N_x \) and \( N_y \) segments, respectively. Then, using the site indices \( \ell (= 0, 1, 2, \ldots, N_x) \) and \( n (= 0, 1, 2, \ldots, N_y) \) the coordinates are discretized as follows:

\[
x_\ell = x_0 + a \cdot \ell,
\]

\[
y_\ell = y_0 + h_y \cdot n.
\]

(4)

(5)

Here, the initial values are \( x_0 = -a/2 \) and \( y_0 = y_{in}(= -L_{in}) \), and the step sizes are \( h_x = a/N_x \) and \( h_y = (y_{out} - y_{in})/N_y \).

Using the weak-form theory framework [15], the governing equation (1) can be transformed into the null value problem of a functional. A successful candidate for the functional can be derived by using Gateaux derivative [16] of the following functional \( F_n[u] \),

\[
F_n[u] = \frac{1}{2} \int_{S_{in}} \left[ (\nabla u)^2 + (c(x,y) - \varepsilon)u^2 \right] dx \, dy - \sum_{\ell = 1}^{N_x} \int_{y_{in}}^{y_{out}} \left( u \frac{\partial u}{\partial y} \right) \lambda_{\ell} dy.
\]

(6)

Here, the integral region \( S_{in} \) is the narrow rectangle defined by \( S_{in} = [-a/2, a/2] \times [y_{in}, y_{out}] \), and \( \lambda_{\ell}(y) \) is the Lagrangian multiplier that makes the field unconstrained and imposes condition (3). The boundaries \( \Gamma_{\ell} \) are defined by \( \Gamma_{\ell} = \{x = \pm a/2 \} \times [y_{in}, y_{out}] \). Unlike the typical case in the finite element method, the integral region of the functional is not the whole simulation domain but only the narrow rectangle \( S_{in} \) because our purpose is to derive the second-order difference equation. The functional (6) is similar but not equivalent to the expression of wave energy. The role required to the functional is to formulate the motion as a null value problem.

Using a parameter \( \varepsilon \) and an arbitrary field \( u(x,y) \), the Gateaux derivative \( F'_n[u,u] \) can be defined as follows:

\[
F'_n[u,u] = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} (F_n[u + \varepsilon u] - F_n[u]),
\]

(7)

which is identical to the first variation of the functional [17]. The new functional \( F'_n[u,u] \) can be expressed in terms of sub-functionals \( F'_{\ell n}[u,u] \) and \( F'_{n\ell}[u,u] \) such that

\[
F'_n = F'_{\ell n} - F'_{n\ell},
\]

(8)

\[
F'_{\ell n} = \int_{S_{in}} (\nabla u \cdot \nabla u + c(x,y) - \varepsilon)u^2 \, dx \, dy,
\]

(9)

\[
F'_{n\ell} = \sum_{\ell = 1}^{N_x} \int_{y_{in}}^{y_{out}} \left( u \frac{\partial u}{\partial y} \right) \lambda_{\ell} \, dy.
\]

(10)

Then, the null value problem can be stated as follows: What is the function \( u(x,y) \) that satisfies \( F'_n[u,u] = 0 \) for arbitrary \( u(x,y) \)? The differential equation (1) with the boundary condition (3) can be derived from the null value problem [21] using the Gauss’ theorem and theformula \( -\nabla^2 u = \nabla u \cdot \nabla u - \nabla(u \nabla u) \). Associated with this derivation, we can impose the constraint on \( u(x,y) \) as follows:

\[
u(x,y_{ext}) = 0.
\]

(11)

In deriving the differential equation from (8), this constraint removes the boundary conditions on \( u(x,y) \) at \([-a/2, a/2] \times [y_{ext}1] \).

2.2 Polynomial interpolation of fields

The field \( u(x,y) \) is interpolated by the values at the vertices of the lattice rectangle \( S_{lat} = [x_0, x_{N_x}] \times [y_{in}, y_{out}] \) as follows:
\[ u(x, y) = \begin{cases} N(x, y)[u_{c, r} u_{s, r-1}]^T, & y_{r-1} < y < y_r \\ N(x, y)[u_{c, r} u_{s, r+1}]^T, & y_r < y < y_{r+1} \end{cases} \] (12)

where \( u_{c, r} \) and \( u_{s, r} \) are written in terms of field values as follows: \( u_{c, r} = [u(x, y)]_r \) and \( u_{s, r} = [u(x, y)]_r [u(x, y)]_r \). The four-dimensional vector \( N(x, y) \) is defined as follows:

\[ N(x, y) = [1 - x \cdot x \ y - y_1 (x \cdot x)(y - y_1)] \] (13)

with the 4 x 4 matrix \( C_4 \) defined as:

\[
C_4 = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & h_x & 0 & 0 \\
1 & 0 & \pm h_y & 0 \\
0 & h_x & \pm h_y & 0
\end{bmatrix}
\] (14)

Similarly, the arbitrary function \( w(x, y) \) is expressed as:

\[ w(x, y) = \begin{cases} N(x, y)[w_{c, r} w_{s, r-1}]^T, & y_{r-1} < y < y_r \\
N(x, y)[w_{c, r} w_{s, r+1}]^T, & y_r < y < y_{r+1} \end{cases} \] (15)

where \( w_{c, r} \) is the four-dimensional vector defined by \( w_{c, r} = [w(x, y)]_r \) and the restriction that \( w_{s, r} = 0 \) is used to satisfy constraint (11).

Because no derivative of the potential function \( \phi(x, y) \) is included in the functional \( F^T[u, w] \), the deterioration in accuracy is very small even if \( \phi(x, y) \) is discontinuously interpolated as follows:

\[ \phi(x, y) = \begin{cases} \psi_{c, r-1}(y) \psi_{s, r-1}(y), & y_{r-1} < y < y_r \\
\psi_{c, r+1}(y) \psi_{s, r+1}(y), & y_r < y < y_{r+1} \end{cases} \]

where \( \psi_{s, r} = \psi(x, y) + \frac{1}{2} h_y (y - y_1) \) and \( \psi(x, y) \) is the step-wise function defined as follows:

\[ \psi(x, y) = \begin{cases} 0, & 0 < \psi < 1 \\
0, & \psi \leq 0 \\
1, & \psi \geq 1 \end{cases} \] (16)

2.3 Derivation of the difference equation

The integral region \( S_n \) of the functional is the union of sub-rectangles \( S_n(\xi = 0, 1, 2, \ldots, N_x - 1) \). Therefore, the sub-functional \( F_n^T[u, w] \) can be divided into a summation,

\[ F_n^T = \sum_{r=0}^{N_x-1} w_{c, r} u_{s, r} u_{c, r-1} + h_x u_{c, r} u_{c, r+1} + \alpha_{c, r} u_{s, r+1}. \] (17)

Here, the coefficients \( c, b, \) and \( a \) are 2 x 2 matrices defined as:

\[
c_{a, r} = c_{a, r} + (c_{a, r-1} - \varepsilon \alpha_{a, r})
\]

\[
b_{a, r} = 2 b_{a, r} + (b_{a, r-1} + b_{a, r+1} - 2 \varepsilon \beta_{a, r})
\]

\[
a_{a, r} = a_{a, r} + (a_{a, r-1} + \varepsilon \alpha_{a, r})
\]

with the matrices given by

\[
c_{a, r} = \frac{1}{2} h_y [h_y h_y - h_y h_x - h_y h_x - h_x h_x] \]

\[
b_{a, r} = \alpha h_y \left[ \frac{h_y^2 - 2h_y h_x - h_x^2}{h_x^2} \right]
\]

\[
a_{a, r} = \alpha h_y \left[ \frac{h_y^2 - 2h_y h_x - h_x^2}{h_x^2} \right]
\]

Similarly, the arbitrary function \( w(x, y) \) is expressed as:

\[ w(x, y) = \begin{cases} N(x, y)[w_{c, r} w_{s, r-1}]^T, & y_{r-1} < y < y_r \\
N(x, y)[w_{c, r} w_{s, r+1}]^T, & y_r < y < y_{r+1} \end{cases} \]

where \( w_{s, r} \) is the four-dimensional vector defined by \( w_{s, r} = [w(x, y)]_r \) and the restriction that \( w_{s, r} = 0 \) is used to satisfy constraint (11).

Because no derivative of the potential function \( \phi(x, y) \) is included in the functional \( F^T[u, w] \), the deterioration in accuracy is very small even if \( \phi(x, y) \) is discontinuously interpolated as follows:

\[ \phi(x, y) = \begin{cases} \psi_{c, r-1}(y) \psi_{s, r-1}(y), & y_{r-1} < y < y_r \\
\psi_{c, r+1}(y) \psi_{s, r+1}(y), & y_r < y < y_{r+1} \end{cases} \]

where \( \psi_{s, r} = \psi(x, y) + \frac{1}{2} h_y (y - y_1) \) and \( \psi(x, y) \) is the step-wise function defined as follows:

\[ \psi(x, y) = \begin{cases} 0, & 0 < \psi < 1 \\
0, & \psi \leq 0 \\
1, & \psi \geq 1 \end{cases} \] (16)

2.3 Derivation of the difference equation

The integral region \( S_n \) of the functional is the union of sub-rectangles \( S_n(\xi = 0, 1, 2, \ldots, N_x - 1) \). Therefore, the sub-functional \( F_n^T[u, w] \) can be divided into a summation,

\[ F_n^T = \sum_{r=0}^{N_x-1} w_{c, r} u_{s, r} u_{c, r-1} + h_x u_{c, r} u_{c, r+1} + \alpha_{c, r} u_{s, r+1}. \] (17)

Here, the coefficients \( c, b, \) and \( a \) are 2 x 2 matrices defined as:

\[
c_{a, r} = c_{a, r} + (c_{a, r-1} - \varepsilon \alpha_{a, r})
\]

\[
b_{a, r} = 2 b_{a, r} + (b_{a, r-1} + b_{a, r+1} - 2 \varepsilon \beta_{a, r})
\]

\[
a_{a, r} = a_{a, r} + (a_{a, r-1} + \varepsilon \alpha_{a, r})
\]

with the matrices given by

\[
c_{a, r} = \frac{1}{2} h_y [h_y h_y - h_y h_x - h_y h_x - h_x h_x] \]

\[
b_{a, r} = \alpha h_y \left[ \frac{h_y^2 - 2h_y h_x - h_x^2}{h_x^2} \right]
\]

\[
a_{a, r} = \alpha h_y \left[ \frac{h_y^2 - 2h_y h_x - h_x^2}{h_x^2} \right]
\]

Thus, we have transformed the partial differential equation (1) into the second-order difference equation (29). A remarkable feature of difference equation appears in coefficients \( c, b, \) and \( a \), which the boundary condition at \( x = \pm x/2 \) is already captured by the modulation terms. This feature is obtained by using compatibility of the weak-form theory framework with Lagrangian multipliers.
3. Quasi-localized waves in Fano resonance

3.1 Waveguide boundary condition

The waveguide regions in Fig. 1 serve as the input and output ports of the scattering region. Because the system is in a steady state and no scatterer exists in the input and output waveguides, the wave in the waveguide can be expressed by the superposition of the waveguide modes \( e^{i\phi} X_p(x) \) where \( X_p(x) \) is the mode function, \( \eta_p \) is the wave constant and \( p = 1, 2, 3, \ldots, N_f + 1 \) is the mode index. The real and imaginary parts of \( \eta_p \) are the growing/damping rate of wave amplitude and the wave number along the \( y \)-axis, respectively. Let us introduce the mode vector as \( X_p = [X_p(\xi_0) \ X_p(\xi_1) \ \ldots \ X_p(\xi_N_f)]^T \), then \( X_p \) and \( \eta_p \) are found through the eigenvalue problem, which will be defined by (34) below. Let us also introduce the reciprocal vector \( \vec{X}_p \) which satisfies the relation \( \vec{X}_p \vec{X}_q = \delta_{pq} \), where \( \delta \) denotes the Kronecker delta.

The stepping matrix \( K_{\text{wg}} \) originally introduced by Apellbaum [4] can be redefined as follows:

\[
K_{\text{wg}} = \sum_p e^{i\phi_p} X_p X_p^*,
\]

(32)

Because of the relation \( \left( K_{\text{wg}} \right)^n = \sum_p e^{i\phi_p} X_p X_p^* \), the \( n \)-dependence of the field vector \( U(y) \) can be expressed as follows:

\[
U(y) = \left( K_{\text{wg}} \right)^n U(y_0),
\]

(33)

where \( y_0 \) is an appropriate site index in the input/output waveguide region. The purpose of the matrix \( K_{\text{wg}} \) is to advance the field vector \( U(y_0) \) by one step along the \( y \)-axis, this gives rise to the terminology of a stepping matrix.

The input/output waveguide is translationally invariant, namely, the property of the waveguide is uniform and does not depend on the \( y \)-axis. Therefore, the coefficients matrices \( \varphi_m, \beta_m, \text{ and } \beta_P \) in (29) are independent of the index \( n \), and the \( n \)-dependence of the coefficients degenerates. The matrices can be expressed as constant matrices \( \varphi_{ag}, \beta_{ag}, \text{ and } \beta_{ag} \) with \( \varphi_{ag} = \varphi_{ag}, \beta_{ag} = \beta_{ag}, \text{ and } \beta_{ag} = \beta_{ag}. \) We find that the mode vector \( X_p \) satisfies the following relation:

\[
-\delta_{ag} X_p = 2 \cosh(\eta_j y) \varphi_{ag} X_p.
\]

(34)

This equation is a kind of generalized eigenvalue problem [22]; therefore, the eigenvector \( X_p \) and the eigenvalue \( 2 \cosh(\eta_j y) \varphi_{ag} \) can be accurately obtained by using the well-defined numerical procedure [23].

Because the function \( \cosh(\eta_j y) \varphi_{ag} \) is even, the values of \( \eta_j \) and \( -\eta_j \) are both the wave constants with the same eigenvector \( X_p \). If the wave constant \( \eta_j \) is real (purely imaginary), the waveguide mode acts as a growing/damping wave (travelling wave). The growing/damping property of the mode amplitude along the \( y \)-axis is consistent with the continuum system being subject to (1). This consistency is a very useful feature what allows us to use solutions from the discretized system subjected to the second-order difference equation (29) to approximate waves in the continuum system.

Because the system is also invariant under time-inversion, if \( \eta_j \) is a wave constant, not only the inverted value \( -\eta_j \) but also its complex conjugate \( \eta_j^* \) is the wave constant. Using space- and time-reversal symmetries, we can choose the \( N_f + 1 \) wave constants so as to satisfy \( \text{Re}[\eta_f] > 0 \) and \( \text{Re}[\eta_f] < 0 \). Then, the stepping matrix \( K_{\text{wg}} \) is denoted by \( K_{\text{wg}}^{\text{sym}} \). The application of \( K_{\text{wg}}^{\text{sym}} \) to the field vector \( U(y_0) \) is divided into the following three steps: (i) Decompose the wave into the superposition of waveguide modes, (ii) increase the phases of the travelling waveguide modes of the pure imaginary \( \eta_j \) by an amount \( \text{Im}[\eta_f \eta_j^*] \), and (iii) dampen the wave amplitudes of the non-travelling waveguide modes by the factor \( e^{i\eta_j \eta_j^*} \).

When the input/output waveguide is uniform and no potential exists, i.e., \( u(x, y) = 0 \), the wave constant \( \eta_j \) is either real or purely imaginary and is expressed as \( \eta_j = (\eta_{n}(\alpha) - \epsilon j)^{1/2} \). The mode denoted by the index \( q \) is a travelling wave, if and only if the parameter \( \epsilon \) is larger than the cut-off energy \( \epsilon_{\text{cut}} = (\eta_{n}(\alpha))^2 \).

3.2 Eigenvalue problem defined by waveguide boundary conditions

3.2.1 Resonance curve

Let us consider the scattering problem when the incident wave comes from the input end \( y = -L_{\text{eff}} \). If the energy of the incident wave, \( \epsilon_i \), is in the interval between the first and second cut-off energies, \( \epsilon_{\text{cut}} < \epsilon < \epsilon_{\text{cut}} \), the reflection and transmission waves appearing in the input and output waveguide regions take the same travelling mode of \( X_1 \). Figure 2 shows the \( k \)-dependence of the reflection rate \( |r(k)|^2 \), which is numerically calculated by the recursive transfer matrix (RTM). Details about RTM are given in Ref. [7], but the resulting expression for the transmission coefficient \( r(k) \) is introduced in (41) below. Here, \( k \) is the wave-number along the \( y \)-axis and it is dimensionlessly defined by

\[
k = (\epsilon - \epsilon_{\text{cut}})^{1/2}.
\]

(35)

The geometry of the system is also dimensionlessly expressed and assumed to be as follows: the scattering length \( d = 1 \), the potential depth \( \delta_B = 80 \), the waveguide width \( \alpha = 0.8 \), and the length of the input and output waveguides \( L_{\text{eff}} = 2.5 \). The numbers of divisions of the coordinates are \( N_x = 40 \) and \( N_y = 300 \), which means that the both step sizes are the same \( h_x = h_y = 0.02 \).

We have shown that the discrepancies between wave strengths of analytical and RTM expressions are less than the order of \( h_y \) when a plane wave propagates along the \( y \)-axis [7]. We have also compared the transmission rates obtained by RTM with what obtained by the finite element method [7] and an experiment [18] about a microwave scattering problem. Although these comparisons are concerned
with the microwave, these convinces us the accuracy of the results obtained by RTM being formulated under the weak-wavelength discretization scheme because the governing equations of both systems are the same kind of second-order differential equations.

The k-dependence of the reflection rate $|\psi(k')|^2$ reaches its maximum at $k_r = 1.5363\pi$ (that is, $|\psi(k_r)|^2 = 1$), as shown in Fig. 2. The resonance curve has the asymmetry that is type of Fano resonance [19]. At $k_r = 1.5855\pi$, the reflection rate $|\psi(k')|^2$ vanishes and full transmission is realized. The wave-numbers $k_l$ and $k_r$ are transformed by (35) into the energies $\varepsilon_r = 38.7153$ and $\varepsilon_l = 40.2335$, respectively. Fano resonance is caused by interactions between the incident wave and any localized or quasi-localized wave formed around the scatterers. The localized waves can be found as an eigenstate defined by our proposed difference equation and waveguide boundary conditions, as shown in the next section.

### 3.2.2 Quasi-localized wave as an eigenstate

When the wave amplitude has a local peak in the scattering region, the skirts or tails of the peak penetrate into the output and input waveguide regions. In the output waveguide region, the amplitude of the penetrated wave is damped along the positive direction of the y-axis. Therefore, the damping behaviour of the wave can be expressed by the stepping matrix $K_{+}^{\text{dmp}}$. If any travelling wave is generated by the local peak, it travels in the positive direction to the output waveguide region; the positive sign of the subscript in $K_{+}^{\text{dmp}}$ reflects this situation. On the opposite side in the input waveguide region, the amplitude grows along the positive direction but the travelling direction of the wave skirt may take either direction. For a strict localized wave, the choice of the double sign $\pm$ in the subscript on $K_{\pm}^{\text{dmp}}$ is not important because it has no travelling wave skirts but it does have growing amplitudes along the positive direction of the y-axis, which are the damping outgoing tails. However, for a quasi-localized wave with travelling skins, the choice of the double sign defines the travelling direction of the wave skirt either the skirt is an outgoing wave or it is connected to the stimulating input wave.

If a quasi-localized wave has outgoing wave skirts, the boundary condition at the waveguides is expressed as follows:

$$U(y_{-1}) = (K_{-}^{\text{dmg}})^{-1}U(y_0), \quad U(y_{N_{y}+1}) = K_{+}^{\text{dmp}}U(y_{N_{y}}),$$

(36)

Furthermore, if an incident wave coherently couples with a quasi-localized wave without the reflection wave, the waveguide boundary condition changes to the following:

$$U(y_{-1}) = (K_{+}^{\text{dmg}})^{-1}U(y_0), \quad U(y_{N_{y}+1}) = K_{+}^{\text{dmp}}U(y_{N_{y}}),$$

(37)

where the sign of the subscript on the stepping matrix in the first expression differs from that in the former condition. In this case, the reflection rate vanishes and a full transmission is realized.

The quasi-localized wave that causes Fano resonance can be obtained by solving (29) as an eigenvalue problem for the eigenvalue $\varepsilon_r$. Because the fundamental equation (1) is linear in the parameter $\varepsilon$, we can separate the coefficients in (29) into two parts according to whether they are proportional to $\varepsilon$: $\tau^\varepsilon_n = \tau^{(1)}_n - \varepsilon \tau^{(2)}_n$, $\beta^\varepsilon_n = \beta^{(1)}_n - \varepsilon \beta^{(2)}_n$ and $\zeta^\varepsilon_n = \zeta^{(1)}_n - \varepsilon \zeta^{(2)}_n$. Then, (29) can be expressed as follows:

$$\begin{bmatrix} \tau^{(1)}_n & \tau^{(2)}_n \end{bmatrix} \begin{bmatrix} U(y_{n-1}) + \beta^{(1)}_n U(y_0) + \zeta^{(1)}_n U(y_{n+1}) \\ \beta^{(2)}_n U(y_0) + \zeta^{(2)}_n U(y_{n+1}) \end{bmatrix} = \varepsilon \begin{bmatrix} \tau^{(2)}_n & \tau^{(2)}_n + \beta^{(2)}_n U(y_{n+1}) + \zeta^{(2)}_n U(y_{n+1}) \end{bmatrix},$$

(38)

for $0 \leq n \leq N_{y}$. If a new $(N_{y}+1)\times(N_{y}+1)$-dimensional vector $U_{\text{tot}}$ is introduced as $U_{\text{tot}} = [U(y_0) \ U(y_1) \ ... \ U(y_{N_{y}})]^T$, then (38) serves as an eigenvalue problem with eigenvalue $\varepsilon$. Using the boundary condition (37), we can eliminate the vectors $U(y_{-1})$ and $U(y_{N_{y}+1})$ that appear when $n = 0$ and $N_{y}$, respectively. Note that this eigenvalue problem is valid even if any damping wave tails and/or travelling wave skirts reach ends of the simulation domain. This property is an advantage to analyse the scattering problem with localized waves through the proposed scheme.

The eigenvalue $\varepsilon_r$ can be found from the eigenvalue problem (38) provided that the stepping matrices $K_{-}^{\text{dmg}}$ and $K_{+}^{\text{dmp}}$ are already defined with a preliminary value of $\varepsilon$. The consistency between the preliminary $\varepsilon$ and the eigenvalue $\varepsilon$ is realized through iterative use of the eigenvalue $\varepsilon$ for defining the stepping matrices in the successively repeated eigenvalue problems.

Figure 3 (a) shows the resulting wave form of the quasi-localized wave with the boundary condition (36). The eigenvalue is the complex number $\varepsilon_{rl} = 38.8988 - 0.465966\pi$, where the imaginary part reflects the finite life time caused by the outgoing wave skirts. The converted wave-number has the value $k_{rl} = (1.5425 - 0.0153)\pi$ and it is very similar to $k_r$ for full reflection rather than $k_r$ for full transmission. Figure 3 (b) shows the quasi-localized wave with boundary condition (37). The eigenvalue is $\varepsilon_{rt} = 40.2335$ and the converted wave-number is $k_{rt} = 1.5855\pi$, which is strictly
3.3  Semi-analytic model of the resonance

According to the scattering theorem for one-dimensional system [24], the resonance curve is related to the single pole of the reflection and transmission coefficients as an analytic function in wave-number space. Furthermore, the single pole is linked to either localized or quasi-localized wave. The system in this study can be regarded as quasi-one-dimensional if the wave energy $\epsilon$ is between the first and second cut off energies. In this section, we show that the resonance curve can be reproduced by using the complex wave number $k_f$.

According to the formulation of RTM, the field vectors of the reflection wave, $\mathbf{U}_{Ir}$, and the transmission wave, $\mathbf{U}_{It}$, are expressed as follows:

$$\mathbf{U}_{Ir} = \mathbf{S}_0^{-1}(\delta_0 - K_{S}^{\text{k}})\mathbf{S}_0$$
$$\mathbf{U}_{It} = S_{N} S_{N-1} \cdots S_2 S_1 (\mathbf{U}_{In} + \mathbf{U}_{Ir}),$$

where $S_n(k)$ is the stepping matrix at the $n$-th site [7]. Because of the assumption on the wave energy, only one travelling mode exits in the waveguide region. The travelling mode vector and its reciprocal vector were denoted as $\mathbf{X}_i$ and $\mathbf{X}_t$, respectively. Therefore, the reflection and transmission coefficients $r(k)$ and $t(k)$, are expressed as follows:

$$r = \mathbf{X}_t^* \mathbf{U}_{Ir}, \quad t = \mathbf{X}_t^* \mathbf{U}_{It}.$$  \hspace{1cm} (41)

Because the system is symmetric under $y$-axis and time inversions, we can obtain the following relations: $|r(k)|^2 + |t(k)|^2 = 1$ and $r(k)t(k) + r(k)t(k) = 0$. These relations are also numerically confirmed with errors smaller than $5 \times 10^{-15}$.

The $S$-matrix combines inputs and outputs which are coming and going waves from both ends of the simulation domain. Using the reflection and transmission coefficients, $r(k)$ and $t(k)$, the $S$-matrix $S(k)$ can be expressed as follows:

$$S(k) = \begin{bmatrix} r(k) & t(k) \\ t(k) & r(k) \end{bmatrix},$$

and the determinant is given by $\det S(k) = (r(k) + t(k))(r(k) - t(k)).$
\( n(k) \). Conservation of energy requires \( S(\bar{k})^{\dagger} S(\bar{k}) = I_2 \) with the \( 2 \times 2 \) unit matrix \( I_2 \). Therefore, the determinant \( \text{det} S(k) \) and its factors \( n(k) \pm i k \) are unitary and can be expressed as \( \text{det} S(k) = e^{i \delta(k)} \) and \( n(k) \pm i k = e^{\pm i \gamma(k)} \) with real phases \( \delta(k) \) and \( \gamma(k) \).

Using the analogy of scattering theory in three-dimensional space [25], a quantity similar to the cross section can be defined by \( \sin \delta(k) \) whose \( k \)-dependence has the resonant behaviour shown in Fig. 4 (a). In Fig. 4 (b) and (c), the \( k \)-dependences of the phases \( \delta(k) \) and \( \delta(k) \) are shown in which the rapid phase change corresponds to the resonant behaviour in Fig. 4 (a). Furthermore, the rapid phase change of \( \delta(k) \) is because of the sub-phase \( \delta(k) \). It should be also pointed out that a rapid phase change of \( \delta(k) \) caused by another sub-phase \( \delta(k) \) is possible under different situations.

Assuming that the single pole at \( k_l \) in \( k \)-space causes the rapid phase change, the determinant \( \text{det} S(k) \) in the neighborhood of \( k_l \) can be approximated expressed as follows [25]:

\[
\text{det} S(k) \approx e^{i \delta(k)} \frac{k-k_l^*}{k-k_l},
\]

(43)

This expression satisfies the following two necessary conditions: (i) \( \text{det} S(k) \neq 0 \) and (ii) the pole is of order one. The background phase \( \delta(k) \) corresponds to the slow change when the resonant is absent and its \( k \)-dependence is estimated by the broken curve shown in Fig. 4 (b). The broken curve is the extrapolation of a quadratic curve that approximates the solid curve in the region \( k < 1.0 \times \pi \) where the influence of the resonance is minor. Regarding the phase of (43) as \( \delta(k) \approx \delta(k) + \delta(k) \) with the phase resonance \( \delta(k) \) and using the quantities defined by \( q(k) = \cot \delta(k) \) and \( e(k) = (k - \text{Re}[k_l])/\text{Im}[k_l] \), we can find

\[
\sin^2 \delta(k) \approx \frac{(q + e^2)}{(1 + q^2)(1 + e^2)},
\]

(44)

where the relation \( \tan \delta(k) = (1 - e^2)/2e \) was used [26].

The result (44) is a semi-analytic expression that was derived by considering the analytic feature of the \( S \)-matrix. Although the denominator has the extra factor \( (1 + q^2) \) compared to Fano's original equation [19], the asymmetry caused by the parameter \( q(k) \) is still maintained, as has already been pointed out [26]. The resonance curve given by (44) is shown as the broken curve in Fig. 4 (a), which falls close to the solid curve. Both curves fall to zero at the wave-numbers 1.536\( \pi \) (solid curve) and 1.531\( \pi \) (broken curve) and the discrepancy is less than 0.4 \%. The agreement of these two curves convinces us that the quasi-localized wave of the complex eigenvalue, which might be considered as an artificial construct, does cause the resonance of the experimentally observable quantity.

4. Conclusions

Using flexibility that the weak-form discretization scheme can adopt various interpolation techniques, a Schrödinger type second-order differential equation was transformed into a second-order difference equation by polynomial interpolation. The behaviour of the solutions derived from the second-order difference equation is consistent with that of waves in the original continuum system with respect to amplitude variations due to both travelling and growing/damping waves. This consistency enables us to approximate scattering waves in the continuum system by the discretized system and to define the waveguide boundary conditions numerically as perfectly ABC. This is an advantage to use the second-order difference equation.

Using the waveguide boundary condition, we also proposed a new method for extracting the quasi-localized wave as an eigenstate by iteratively solving an eigenvalue problem. The validity of our scheme was confirmed by investigating Fano resonance with a semi-analytic model in which the quasi-localized wave possessing the complex eigenvalue corresponds to a single pole in wave-number space. According to our knowledge, this study is the first one to propose a strictly defined numerical procedure to regard the localized/quasi-localized wave as an eigenstate.
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